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Experiments

Introduction

VENet

⚫ Measuring the similarity between educational videos and exercises is a fundamental task with broad application prospects.

⚫ In most cases, an exercise is only similar to parts of the video. Therefore, it would be of great significance to application and user experience if we 

could further measure the similarity at segment-level, which we call fine-grained similarity measurement.

⚫ The problem remains pretty much open due to several domain-specific challenges.

⚫ Thus, fully considering the effects of multimodal information, we proposed the VENet to measure the similarity at both video-level and segment-

level by just exploiting the coarse-grained labeled data on videos.

⚫ Educational videos contain not only graphics but also text and formulas, which have a fixed reading 

order. How to model the spatial structure and temporal information?

⚫ How to perceive and incorporate the semantic associations among segments?

⚫ How to learn the fine-grained similarity by just exploiting the coarse-grained labeled data on videos?
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Case Study

Motivation

Challenges

Framework

Submodule

⚫ Encode the multimodal data (keyframe and 

captions) of the segment into the segmantic vector.

⚫ Align the keyframe and captions by F2C Attention.

⚫ Model the spatial structure and temporal 

information embedded in the keyframe.

SRN

ERN

⚫ There is no public data for this task. So we collect the real-word data from Khan Academy 

and show how to create a dataset using publically available educational services. 

⚫ All of our data is crawled from the math domain, which contains 17,116 math exercises 

and 1,053 educational videos with closed captions, covering 836 topics.

⚫ We crawl 10,679 similar video-exercise pairs and build an equal number of dissimilar 

pairs by negative sampling.

⚫ Initialize the word embedding with GloVe.

⚫ Model the word sequence of the exercise by LSTM.

Datasets

Main Results

Ablation Experiments

⚫ Our proposed VENet achieves the best performance at both video-level and segment-

level, with a significant improvement on all metrics compared to other methods.

⚫ In all seven textual models, TextualVENet also performs best.

⚫ Comparing DeepLSTM and DeepLSTM (Seg), we can find that dividing video into 

segments can improve the performance at video-level significantly.

⚫ The performance of TextualVENet is worse than that of VENet, which shows that the 

visual data is helpful to accurately understand the video.

Conclusion
⚫ We explore the promising yet challenging problem of measuring 

the fine-grained similarity between educational videos and 

exercises by just exploiting the coarse-grained labeled data.

⚫ We propose a novel VENet which make full use of visual and 

textual data to measure the fine-grained similarity accurately.

⚫ We conduct extensive experiments on real-world datasets. The 

experimental results demonstrate that our proposed VENet

outperforms other state-of-the-art methods.

Future

⚫ Collect data and conduct experiments to test the performance on 

other subjects, such as Physics.

⚫ Consider exploiting other meta information to enhance video 

understanding, such as topics and titles.

⚫ The performance of VisualVENet is 

much worse than TextualVENet, which 

indicates the textual material is more 

important than the visual data.

⚫ All the key modules (i.e., F2C, S2E, 

HVLSTM and MPF) have a significant 

impact on the final result, which shows 

the effectiveness of them.

⚫ MPF has  the biggest impact on the 

final results.
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MPF

⚫ Fuse adjacent segments on multiple scales.

⚫ Weight the fusional vectors according to the exercise 

by S2E Attention.
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Video: Graphing quadratics in factored form

E2
Find the zeros of the function:

𝑓(𝑥) = (−𝑥 − 2)(−2𝑥 − 3) 

E1
Graph the parabola:

𝑦 = 2(𝑥 + 2)(𝑥 + 6) 

Exercise recommendation

E1 > E3 > E2

Segment recommendation

E1: S1, S2, S3, S4, S5

E2: S2

E3: S1, S3, S5

E3

Graph a parabola whose x-intercepts are at x=-3 

and x=5 and whose minimum value is y=-4.

Scan to view details! 

       
      

        
  

   
                    

       
 

 

   
       

        

 

                        

                  

                  

                     
                 

                  
             

     
                                             
                   
      
                                                                       

                                                                     


